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ABSTRACT
Quality of service (QoS) in delivery of continuous media (CM) over the Internet is still relatively poor, which is largely a result of packet losses often due to congestion. Previous work has shown that use of multiple paths, existing in the network between a set of senders and a receiver, to deliver CM can be beneficial and should lead to improved QoS. In this paper, we study the problem of load distribution, i.e., properly distributing a CM stream among the multiple paths. We first focus on determining an appropriate optimization objective for computing the load distribution. We then conduct a performance study to understand the goodness of our optimization objectives and the resulting benefits of using multiple paths to deliver CM data.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous; C.2.4 [Computer-Communication Networks]: Distributed Systems—distributed applications

General Terms
Design, performance
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1. INTRODUCTION
Quality of service (QoS) in streaming of continuous media (CM) over the Internet is still poor and inconsistent. The degradation in quality of CM applications, involving delivery of video and audio, is partly due to variations in delays, bandwidth limitations, as well as losses experienced by packets sent through wide-area networks. Although many such applications can continue to operate with some degree of missing data, non-recoverable information loss degrades these applications’ quality of service. Consequently, a number of application areas (e.g., those related to the entertainment industry) have backed away from streaming of their content over the Internet. Inability to control the resulting visual and auditory quality of the streamed presentation is an important reason for such a trend.

One approach to providing QoS for CM applications over the Internet is to use the IntServ model for signaling (e.g., RSVP) and resource reservation in all routers along the streaming path. However, this approach suffers from scalability and deployment problems. In contrast, in this work we focus on providing QoS guarantees in CM delivery through the exploitation of multiple paths existing in the network between a sender (or a set of senders) and a receiver. The basic idea is that CM data destined for a particular receiver is fragmented into packets and the different packets take alternate routes to the receiver.

One advantage of this approach is that the complexity of QoS provision can be pushed to the network edge (an original design principle of the Internet) and hence improve the scalability and deployment characteristics while at the same time provide a certain level of QoS guarantees. There are many other advantages of multi-path (MP) streaming over the Internet, some of which have been exposed by previous works, as described in Section 4.

There are a number of approaches to accomplishing multi-path data delivery; the specific approach considered in this paper is described below. We note that such paths do not have to be completely disjoint — it is sufficient for them to have disjoint bottlenecks. Existence of multiple paths with disjoint bottlenecks can result in many benefits (as detailed in [6]) including (a) increased bandwidth, (b) improved loss
2. LOAD DISTRIBUTION PROBLEM

In this paper, we focus on the loss characteristics, and (c) ability to better adjust to changes in network conditions. In this paper, we focus on the loss characteristics only.

We also note that in this paper, we narrow the scope by considering delivery of pre-stored CM, application-level schemes which are deployable today over the current Internet (without changes to the network), accomplishment of multiple paths to the same receiver by distributing servers across wide-area networks and streaming data from multiple senders simultaneously, and streaming over the network issues only, rather than, e.g., considering server-related problems such as data placement issues.

To reap the benefits of multi-path streaming one must first consider and solve a number of research problems (as detailed in [6]). One such problem is the appropriate load distribution among the multiple path. Optimum load distribution in the context of multi-path streaming is the focus of this paper. We define this problem in more detail and more formally in Section 2.

The contributions of this work are as follows. We first focus on determining an appropriate optimization objective for computing an optimal load distribution, where the high level goal is to improve the perceptual quality of the resulting CM. We then conduct a performance study to understand the goodness of our optimization objective as well as gain insight into the resulting benefits of using multiple paths to deliver CM data. The contributions of this work as compared to the existing literature is discussed in Section 4.

Lastly, we note that one should also consider the potential costs or detrimental effects of multi-path (MP) streaming. For instance, MP streaming might have an adverse effect on the resulting delay characteristics observed at the receiver. As a result, it might require a large amount of receiver buffer space. Also, a simple implementation of MP streaming would require replicas of the CM data to be distributed to the servers (although, mirroring servers is a common practice). Advances in data placement approaches are needed to reduce such costs. In addition, the overheads associated with sending data over multiple paths and then assembling it into a single stream at the receiver should also be considered. Moreover, the overheads and complexity due to measurements needed to achieve better performance with MP streaming should also be considered. For instance, in our case, we need to detect shared points of congestion, e.g., using [16]. Other approaches to MP streaming might require even more detailed information about the network which is likely to result in a need for more "intrusive" and complex measurements (refer to Section 4). Lastly, scalability of such measurement schemes is an issue as well. A quantitative evaluation of such costs is outside the scope of this paper.

2. LOAD DISTRIBUTION PROBLEM

In this section we formulate the optimum load distribution problem and analyze a set of possible corresponding optimization objectives.

2.1 Background

Consider streaming of pre-stored CM data from N senders, where sender i sends fraction \( \alpha^{(i)} \) of the data expected by the receiver. The streaming traffic is split among these N senders according to a traffic splitting vector \( \alpha = [\alpha^{(1)}, \alpha^{(2)}], \ldots, \alpha^{(1)}, \ldots, \alpha^{(N)}] \), where \( \alpha^{(i)} \geq 0 \) and \( \sum_{i=1}^{N} \alpha^{(i)} = 1 \). Assume the original packet sending rate, when using a single path is \( \lambda \) (in units of packets/sec). In our multi-path streaming scheme, sender \( k \) streams data at the rate of \( \lambda^{(k)} = \alpha^{(k)} \lambda \), and \( \delta^{(k)} = 1/\lambda^{(k)} \) represents the time interval between consecutive packets from sender \( k \).

We assume that the N senders are chosen such that there are N paths between the senders and the client with disjoint bottlenecks. Moreover, we follow the work in [2, 6] and use a stationary continuous time Gilbert model (GM) to characterize the potential correlations between consecutive packet losses on each network path. Each path is characterized by its own GM; since the paths are disjoint, the GMs are assumed to be independent.

For a stationary continuous time Gilbert model, the packet loss process along path \( k \) is described by a two state continuous time Markov chain \( \{X^{(k)}(t)\} \) where \( X^{(k)}(t) \in \{0, 1\} \). If a packet is transmitted at time \( t \) when the state of path \( k \) is \( X^{(k)}(t) = 0 \), then the transmitted packet is received correctly by the receiver. On the other hand, the transmitted packet is considered lost if \( X^{(k)}(t) = 1 \). The infinitesimal generator for the Gilbert model characterizing path \( k \) is:

\[
Q^{(k)} = \begin{bmatrix}
\mu_{0}^{(k)} & \mu_{1}^{(k)} \\
\mu_{1}^{(k)} & \mu_{0}^{(k)}
\end{bmatrix}
\]

where \( \mu_{0}^{(k)} \) is the transition rate from state 0 to state 1 and \( \mu_{1}^{(k)} \) is the transition rate from state 1 to state 0 corresponding to path \( k \). The stationary distribution of this Gilbert model is \( \pi^{(k)} = [\pi^{(k)}_0, \pi^{(k)}_1] \) where \( \pi^{(k)}_0 = \frac{\mu_{0}^{(k)}}{\mu_{0}^{(k)} + \mu_{1}^{(k)}} \) and \( \pi^{(k)}_1 = \frac{\mu_{1}^{(k)}}{\mu_{0}^{(k)} + \mu_{1}^{(k)}} \).

Let \( p_{i,j}^{(k)}(\tau) \) be the probability that path \( k \) is in state \( j \) at time \( t + \tau \), given that it was in state \( i \) at time \( t \), i.e.,

\[
p_{i,j}^{(k)}(\tau) = P(X^{(k)}(t + \tau) = j | X^{(k)}(t) = i).
\]

From [11], we have that

\[
p_{i,j}^{(k)}(\tau) = \begin{cases}
\left(1 - e^{-\mu_{0}^{(k)} \tau}\right) & i = 1, j = 0, \\
\frac{\mu_{0}^{(k)} - \mu_{1}^{(k)}}{\mu_{0}^{(k)} + \mu_{1}^{(k)}} \left(1 - e^{-\mu_{1}^{(k)} \tau}\right) & i = 0, j = 1, \\
\frac{\mu_{1}^{(k)} - \mu_{0}^{(k)}}{\mu_{1}^{(k)} + \mu_{0}^{(k)}} \left(1 - e^{-\mu_{0}^{(k)} \tau}\right) & i = 1, j = 1, \\
\frac{\mu_{0}^{(k)} - \mu_{1}^{(k)}}{\mu_{1}^{(k)} + \mu_{0}^{(k)}} & i = 0, j = 0
\end{cases}
\]

for all \( \tau > 0 \).

In [6], the authors study and compare the performance of single path (SP) streaming vs. multi-path (MP) streaming using the Gilbert model and the following metrics:

- **Loss rate:** \( P_{L} \) is the fraction of lost packets as seen by the receiver when one uses \( N \geq 1 \) paths for streaming.

- **Lag-1 autocorrelation:** the lag-1 autocorrelation function, \( R[X(t)X(t+\delta)] \), measures the degree of dependency of consecutive packet losses as seen by the receiver, where \( X(t) \) is a random variable indicating whether the packet sent at time \( t \) is lost or received properly (depending on the state of the Gilbert model) and \( \delta = 1/\lambda \). For instance, a high positive value of \( R[X(t)X(t+\delta)] \) implies that a lost packet is very likely to be followed by another lost packet. If the statistics of the consecutive packet losses are not correlated, then \( R[X(t)X(t+\delta)] = 0 \).
• **Conditional burst length of lost packets:** this is the probability mass function of consecutively lost packets, conditioned on there being a burst of packet loss, as seen by the receiver. Intuitively, long bursts will significantly affect the viewing quality of the multimedia object. Moreover, they will reduce the effectiveness of an error correction scheme, if some form of an erasure code is deployed.

In [6], the relationship of these metrics to the visual quality is discussed and the potential benefits of using MP streaming are analyzed using the above given GM.

2.2 Motivation

In [6] MP streaming benefits are studied using a round-robin approach to splitting the CM traffic among the multiple paths. In contrast, here we focus on the problem of optimally assigning CM traffic to the multiple paths, according to the path characteristics, such that a certain specified performance metric is optimized. That is, given the Gilbert models for the N streaming paths, we compute the optimal traffic splitting vector, \( \alpha \) according to an optimization objective, where \( \sum_{i=1}^{N} \alpha_i = 1 \). We refer to this as the **load distribution problem**, and we study both appropriate optimization objectives as well as the resulting streaming performance, all with a high level goal of improving the perceptual quality of the streamed media.

We note that it is not trivial to pick an appropriate optimization objective. If we simply use one of the metrics mentioned above, undesirable effects might arise. For example, optimizing the lag-1 autocorrelation may result in high loss rates observed at the receiver, when the paths are not homogeneous. Determining and gaining insight into suitable optimization objectives is therefore an important part of this work. In order to obtain a basic understanding of the problem, we first study the resulting performance in an analytical setting, without the use of erasure codes. Subsequently, we present simulation results with erasure codes as well.

2.3 Optimization Objectives

In order to attain desirable performance properties of multipath streaming, appropriate load distribution, \( \alpha \), needs to be chosen, as the load distribution will affect the quality of the streamed media. In this paper, we will approximate media quality using information loss rate (as defined in Section 3). Since most streams are expected to be transmitted with some form of an erasure code\(^1\), the information loss rate will be a function of the erasure code used as well. However, the analysis below first focuses on a setting without an erasure code, in order to gain insight into the problem independently of a particular error correcting scheme.

Of course, choosing the optimal \( \alpha \) is a factor of the optimization objective. The resulting quality of the stream, however, is a factor of how well that optimization objective approximates media quality under packet losses. Since the authors in [6] propose to describe stream quality using the three metrics stated above, we begin with those as our optimization objectives. We evaluate the considered optimization objectives under the above described Gilbert model, using two paths.

2.3.1 Mean Loss Rate

Since our approximation of quality here is the mean information loss rate, it is natural to start our search for the best optimization objective with the Mean Loss Rate (MLR). The mean loss rate, \( \bar{X} \), observed at the receiver when streaming over multiple paths is given by \( \bar{X} = \Pr[\text{loss}] = \alpha_1(1) + \alpha_2(2) \). That is, optimizing on MLR is equivalent to streaming over the best (in terms of loss rate) single path (in what follows we use the terms interchangeably). And, as illustrated in Section 3, this does not always result in the best streaming quality — this does not allow us to take advantage of the reduced correlations in packet losses achieved when using multiple paths (as illustrate in [6]). Reducing such correlations (i.e., packet loss burst lengths) is important when erasure codes are applied — intuitively, the more losses are “spread out”, the better the performance of an erasure code.

2.3.2 Conditional Mean Burst Length

Motivated by the need to consider burst lengths, we examine the conditional Mean Burst Length (MBL) next (conditioned on there being a loss) as an optimization objective. The conditional mean burst length, \( \bar{B} \), is derived in Figure 1(b). In our experiments, optimizing on MBL resulted in a round-robin approach. And, as illustrated in Section 3, this does not always result in the best streaming quality, e.g., this can occur when one of the paths has a high (relative) loss rate. In such cases, the losses due to “equal use” of highly heterogeneous paths become the dominant factor, i.e., the reduced correlations achieved by optimizing on MBL are not sufficient to overcome the corresponding losses. Hence, there is a fundamental tradeoff between mean losses and the corresponding loss correlations — this tradeoff is explored further below.

2.3.3 Lag-1 AutoCorrelation

Still motivated by the need to reduce loss correlations in order to improve the ability to correct losses through erasure codes, we consider the lag-1 autocorrelation (L1AC) as the optimization objective, which is derived in Figure 1(a) under the assumption of a specific class of sending patterns, i.e., packets are distributed among paths such that no two consecutive packets are sent on the less loaded path. (In our experiments, such as sending pattern gave lower correlation than others.)

As illustrated in Section 3, optimizing on L1AC\(^2\) Optimizing on L1AC expresses the need to consider correlations in packet losses better than optimizing on MBL. However, it suffers from the same shortcomings pointed out in the context of MBL above, when paths are highly non-homogeneous. Another problem with L1AC is that it is a very sensitive metric, and hence may not lead to robust load distribution approaches.

\(^1\)More specifically, we optimize on the square of lag-1 autocorrelation, so as to deal with positive values.
2.3.4 Mean Loss Rate x Mean Burst Length

Since there is a fundamental tradeoff between the frequency of losses and the corresponding loss correlations, as described above, we naturally consider an optimization objective which encompasses both metrics, i.e., we consider MLR x MBL as our final optimization objective, as derived in Figure 1(c). We evaluate the goodness of these optimization objectives and the resulting performance of multi-path streaming next.

3. PERFORMANCE STUDY

In this section, we present a performance study of SP and MP streaming under our load distribution optimization techniques. Results without the use of FEC are discussed first. Unless otherwise stated, the experiments below perform MP streaming on two paths with SP streaming using the “best path”, i.e., that with the lower loss rate (we will use the terms SP and Best Single Path interchangeably). Given a desired path mean loss rate, we achieve it by fixing \( \mu_i(i) = 70 \) and varying \( \mu_o(i) \) in the Gilbert model accordingly. The loss rate for Path 1 is set to 5\% by default. Table 1 gives the default settings for the experiments. Results in Experiments 1 and 2 are computed using the analytical results of Section 2.

### Table 1: Default Experimental Settings

<table>
<thead>
<tr>
<th>Path 1 Loss Rate</th>
<th>Path 2 Loss Rate</th>
<th>FEC k (except Exp 1 &amp; 2)</th>
<th>FEC n (except Exp 1 &amp; 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.06</td>
<td>32</td>
<td>38</td>
</tr>
</tbody>
</table>

**Experiment 1: Effect on Optimal Load Distribution:**

Here we study the optimal traffic distribution, \( \alpha^* \), resulting from using the objective functions proposed in Section 2. Figure 2(a) shows the optimal load assignment on Path 1 \( \alpha_1 \), as a function of loss rate on Path 2. Each curve corresponds to a different objective function. Figure 2(b) shows a smaller segment of the results (where Path 2 loss rate is \( \leq 20\% \)) for clarity of presentation. From these results, we make the following observations:

- The objective functions considered in Section 2 can produce significantly different \( \alpha^* \)’s.
- Optimizing by minimizing mean burst length results in a distribution where each path carries 50\% of the load no matter how different in terms of loss rates Path 1 and Path 2 are, which can be implemented using a simple Round-Robin approach. (This turns out to be the case in all our experiments.)
- When optimizing MLR*MBL, \( \alpha^* \) remains constant when paths are close to being homogeneous in terms of loss rates. This can be explained as follows. When the paths are nearly homogeneous, the MLR factor has a smaller effect and hence the optimization is dominated by the MBL factor. This results in a flat region which behaves similarly to optimizing on MBL alone. This result supports the intuition that when paths are nearly homogeneous, a simple Round-Robin approach should work well.
- Optimizing the Lag 1 autocorrelation results in \( \alpha^* \) less responsive to changes in loss rates, as compared to optimizing on MLR*MBL. This insensitivity can lead to high loss rates, which is illustrated in the next experiment.

Lastly, we can also observe that the more interesting results occur when Path 2 loss rate is reasonably low, e.g., \( \leq 20\% \) in our experiments. This is reasonable as the loss rate on Path 1 is relatively low as well. Since the lower loss rates are reasonable to consider, given the current Internet, due to space limitations and for clarity of presentation, in what follows we focus on the segments of results with low Path 2 loss rates. (Please refer to the Appendix for results showing the entire range of Path 2 loss rates.)

**Experiment 2: Effect on Performance Metrics:** Using the previous experiment’s setup, we now investigate effects of the objective functions on several performance metrics of interest. Figures 3 and 4 show the resulting mean loss rate and mean burst length, respectively. Due to lack of space, Lag 1 autocorrelation results are included in the Appendix, in Figure 14. From these results, we make the following observations:

- Optimizing on MLR*MBR may result in higher loss rates as compared to the Best Single Path. The maximum observed difference (around 3\%) occurred when Path 2 loss rate was 10\%. However, using the Best Single Path gives significantly poorer performance in other metrics such as the mean burst length. We believe this will result in poorer perceptual quality; we elaborate on this below.

- For most metrics, performance obtained from optimizing on MLR*MBR stays between the results obtained from SP streaming and results obtained by optimizing on Lag 1 autocorrelation. While SP results in the lowest loss rate and optimizing on Lag 1 autocorrelation results in shorter mean burst lengths, optimizing MLR*MBL results in a reasonable tradeoff between these two metrics, both of which have an effect on the perceptual quality.

![Figure 3: Loss Rate at Optimal](image-url)
$P_x(\text{burst}) = \begin{cases} \frac{\alpha^{|2\alpha|}}{\alpha^{|2\alpha|} + \alpha^{|2\alpha|}} & \alpha \leq 0 \\ \frac{\alpha^{|2\alpha|} + \alpha^{|2\alpha|}}{\alpha^{|2\alpha|}} & 0 < \alpha \leq 1 \end{cases}$

$\beta(\alpha) = \frac{\alpha^{|2\alpha|}}{\alpha^{|2\alpha|} + \alpha^{|2\alpha|}}$

(a) Lag-1 Autocorrelation

(b) Conditional Mean Burst Length

(c) Mean Loss Rate x Mean Burst Length

Figure 1: Derivation of optimization objectives

![Figure 2: Optimal Load Distribution for Different Objective Functions (without FEC)](image)

![Figure 3: Mean Burst Length at Optimal](image)

[7] simulations where losses are generated using an appropriate Gilbert model are carried out to study the performance of SP and MP streaming with different optimization objective functions. Each simulation emulates the streaming of a 2 hours media file which requires a sending rate of 120 pkts/sec. The resulting data sending rate is increased to account for the addition of redundant information, i.e., based on the percentage of FEC overhead. The optimal load distribution $\alpha^*$ is obtained analytically using this adjusted sending rate. FEC is performed on the received packet sequence and the mean information loss rate (MILR), which is the loss rate of media data (i.e., not including loss rate of redundant packets) after FEC processing, is measured.

Experiment 3: Optimal Load Distribution and Information Loss with FEC: To compare the effects of different objective functions on $\alpha^*$ when FEC is used, we compute the optimal traffic load distribution using MILR as our optimization objective by a brute force search on simulation results. Figure 5 shows the optimal $\alpha^*$ as a function of loss rate on Path 2. Figure 6 shows the corresponding MILR. The same experiment is repeated with Path 1 loss rate set to 10%; Figures 7 and 8 show the corresponding $\alpha^*_1$ and MILR, respectively. Each experiment is repeated 10 times with different random seeds, and the results are reported with 95% ± 10% confidence intervals. From these results, we make the following observations:

- When Path 1 loss rate is low, i.e., 5%, optimal load distribution on information loss increases relatively smoothly; it eventually flattens out as it reaches SP setting.
- When Path 1 loss rate is low, optimizing on MILR + MBL results in a load distribution closer to the optimal based on MILR.
- When Path 1 loss rate is high, i.e., 10%, the MILR-based optimal has a sharper increase when loss rate of
Path 2 is close to that of Path 1, and is closer to the load distribution given by SP.

- If a reasonable amount of FEC redundancy is used, optimizing on MLR*MBL gives good performance, i.e., lower information loss rate, and an MLR*MBL system operates closer to the MILR-based optimum. If the path loss rate is high and the amount of FEC redundancy is insufficient, using SP may result in better performance.

![Figure 5: Optimal Load for Different Objective Functions (with FEC)](image)

![Figure 6: Information Loss Rate at Optimal](image)

Experiment 4: Overhead Requirements for Fixed Information Loss Rate: Here we compare the effect of using FEC on SP (case i) and MP streaming, where we use a simple Round-Robin approach (case ii) and the MLR*MLR-based optimization approach (case iii). Path 1 has a fixed loss rate of 5%. Three scenarios where Path 2 has 0.5%, 5%, and 10% loss rates are studied. For SP streaming, we choose the better path, i.e., with a lower loss rate. The objective of this experiment is to find the minimum FEC overhead \((n - k)/k\) required to achieve a resulting quality of service, which in this case we define as a mean information loss rate of \(\leq 0.1\%\). (We have tried other values, and the results are qualitatively similar.) For each scenario, different FEC group sizes are tested by varying \(k\). Table 2 gives the mean FEC overhead requirements, averaged over 10 experiments.

The results are reported with 95% ± 11% confidence intervals. From these results, we make the following observations:

- SP, RR, and MLR*MBL have different “best” performing ranges.
- Not surprisingly, RR performs best when paths are homogeneous.
- Performance of MLR*MBL is similar to that of RR for most cases in this experiment.

Experiment 5: Sensitivity: Here we study the sensitivity of different optimization objective functions to inaccurate measurements (which are likely to occur in an Internet-type environment), in order to understand the robustness characteristics of the proposed technique. Since our optimization approach is a function of the paths loss rates, we consider cases where the loss rate information is inaccurate. And, specifically, we focus on a comparison between SP and the MLR*MBL-based approach, as above experiments indicate that MLR*MBL is the better of the remaining objective functions. We present results of two cases (1) where Path 2 loss rate measurements are 5% greater than the real path loss rate and (2) where Path 2 loss rate measurements are 5% smaller than the real path loss rate. Figures 9 and 10
Table 2: FEC overhead needed to achieve information loss rate of ≤ 0.1%; Path 1 loss rate = 5%.

<table>
<thead>
<tr>
<th>Path 2 Loss</th>
<th>k=8</th>
<th>k=15</th>
<th>k=32</th>
<th>k=64</th>
<th>k=128</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0% [II]</td>
<td>96.78%</td>
<td>40.65%</td>
<td>18.44%</td>
<td>9.22%</td>
<td>5.00%</td>
</tr>
<tr>
<td>0.5% [III]</td>
<td>97.39%</td>
<td>41.88%</td>
<td>21.95%</td>
<td>11.40%</td>
<td>9.99%</td>
</tr>
<tr>
<td>0.5% [III]</td>
<td>98.15%</td>
<td>38.75%</td>
<td>18.75%</td>
<td>9.38%</td>
<td>5.16%</td>
</tr>
<tr>
<td>5% [II]</td>
<td>≥ 1600%</td>
<td>147.50%</td>
<td>68.70%</td>
<td>31.88%</td>
<td>19.92%</td>
</tr>
<tr>
<td>5% [II]</td>
<td>97.50%</td>
<td>55.63%</td>
<td>31.25%</td>
<td>20.31%</td>
<td>14.14%</td>
</tr>
<tr>
<td>5% [II]</td>
<td>97.50%</td>
<td>55.63%</td>
<td>31.25%</td>
<td>20.31%</td>
<td>14.14%</td>
</tr>
<tr>
<td>10% [II]</td>
<td>≥ 1600%</td>
<td>147.50%</td>
<td>68.70%</td>
<td>31.88%</td>
<td>19.92%</td>
</tr>
<tr>
<td>10% [II]</td>
<td>128.70%</td>
<td>68.70%</td>
<td>40.63%</td>
<td>26.72%</td>
<td>19.53%</td>
</tr>
</tbody>
</table>

Figure 9: Sensitivity (Path 1 loss rate = 5%, Best Single Path)

From these results, we make the following observations:

- When the loss rate is over-estimated, SP chooses the “wrong” path when the real Path 2 loss rate is low; in this case it is less robust than the MLR*MBL-based approach.

- When the loss rate is under-estimated, both SP and MLR*MBL suffer from inaccurate measurements, although the measurement inaccuracies have a somewhat smaller effect on the MLR*MBL-based approach.

We have also performed experiments where Path 2 loss rates are inaccurate by ±10% and ±20%; those results are qualitatively similar.

Summary: Overall, we observe from the above results that the MLR*MBL-based approach, which attempts a compromise between mean loss rate and loss correlations (which effect the utility of erasure codes), performs well with respect to information loss rate when FEC is used. However, we also observed that the MLR-based optimum load distribution, obtained through brute force searching, shows a smoother transition in load distribution between two paths as compared to the MLR*MBL-based approach. Hence, we believe our approach can be improved in the future. Another observation is that SP performance can be improved with larger FEC group sizes, i.e., values of $k$, which is not surprising.

Figure 10: Sensitivity (Path 1 loss rate = 5%, Optimizing MLR*MBL)

That is, instead of achieving spatial diversity from multiple paths, one can attempt temporal diversity with the downside of additional delays. However, such additional delays may not be suitable for some applications which require tighter real-time constraints. A comparison between the delay characteristics of MP streaming and SP streaming with larger FEC group sizes as well as with packet interleaving techniques (which could also achieve temporal diversity) is a topic of future research.

4. RELATED WORK

We now give a brief survey of existing work on this topic; specifically, we mostly focus on those that consider loss characteristics of continuous media and can be deployed over best-effort networks (as these are considerations in our work as well). Other works, such as [5, 15], consider different applications of multi-path transmission, such as simultaneous downloads and network-level issues.

Earlier efforts on dealing with losses through the use of multiple independent paths include dispersity routing, e.g., [16], where the focus was on reducing delay in file transfers. An important difference in our work is that we focus on streaming applications where the data transmission rate is determined by the application’s needs rather than on delivering the data to its destination as fast as possible. Hence, in our case the data is sent through the network at a specific rate and that has an effect on loss characteristics, which we investigate here.

Another set of works considers higher level mechanisms but requires assistance from the lower layers and/or assumes significant knowledge of network topology and/or link capacities and delays (on all links used for data delivery). Given such knowledge, algorithms are proposed for selecting paths which can avoid congested routes, e.g., in [4, 3, 17]. In contrast, our approach does not rely on specific knowledge of topologies, capacities, delays, etc., and only considers whether a set of paths do or do not share joint points of congestion, as can be detected at the end-hosts, e.g., by using the techniques in [16].

Recent literature on this topic also includes works on voice-over-IP type applications. For instance, [9, 8] proposes a scheme for real-time audio transmission using multiple independent paths between a single sender and a single
receiver, where multiple description coding (MDC) is used in multi-path delivery and a FEC approach is used in single-path delivery. In the case of using multiple paths, the authors use two equal-sized descriptions of the audio, sending one on each path. In contrast, we believe that it is important to understand the effects of multi-path delivery on loss characteristics, even without the use of coding techniques (an advantage being that it can then be made to work well with many coding techniques or media codes). We also focus on cases where traffic is not necessarily distributed equally on separate paths, i.e., on the load distribution problem.

We also note that "live" applications (such as voice-over-IP) have different characteristics than pre-recorded applications (as we are considering here). For instance, one such difference is the need to disperse data in real-time, whereas in our case, we can distribute it to the multiple senders ahead of time. Another difference might be the ability to address the potentially adverse effects of MP streaming on delay characteristics (as mentioned in Section 1).

Another work [1] uses multiple description coding in addition to multiple paths, as opposed to using FEC, thereby tying the benefits of the technique to a particular coding scheme. In contrast, as already stated we believe that it is important to understand the benefits of MP streaming independently of data recovery schemes used. The applicability of this study (at least to future streaming applications and network conditions) is also somewhat limited in that (a) it constraints the bursts on paths to no more than 3 and (b) it only considers cases where the loss rates across multiple paths are fixed at 5%.

To the best of our knowledge, the work in [6] is the first to provide an analytic framework for illustrating the benefits of MP streaming as compared to SP streaming, using metrics which describe both mean loss rates as well as correlations between losses (as illustrated in our study as well, it is important to consider both). In [13] the authors also consider delivery of pre-recorded video from multiple senders distributed across the network. However, this work focuses on a TCP-friendly optimization algorithm for (a) rate distribution among the paths (i.e., how much data to send over each path) and (b) packet distribution among the paths (i.e., which packet should be sent over which path), with the objective of minimizing the loss rate at the receiver and the added delay due to the distribution of the media source, respectively. In [12] FEC techniques are added (as compared to [13]). Again, distribution algorithms are considered but with the objective of minimizing the probability of irrecoverable error. In contrast, due to the nature of the application, we believe that in investigating when multi-path streaming is beneficial, it is also important to consider loss characteristics even when the losses cannot be fully recovered because, e.g., video can be displayed under some losses. In [14], the authors use relay nodes to provide multiple paths for delivery of streaming media (this is also suggested as a possibility in [6]). To ensure diverse paths, their system requires detailed information about the underlying network topology, e.g., router names and link properties. In contrast, we do not require such information.

5. CONCLUSIONS

In this work, we considered the load distribution problem in the context of multi-path streaming. Specifically, we focused on appropriate optimization objectives for splitting the continuous media traffic among multiple paths, based on path characteristics, where the high level goal is to improve the quality of the received media. We proposed several optimization objectives and evaluated their characteristics through analysis and simulations. Our results indicate that approaches which minimize the mean packet loss rate may increase the loss correlation, and vice versa. These results also indicate that both frequency of losses and their correlations are important to the resulting quality of streamed media, when erasure codes are used. We also found that optimizing on MLR*MBR provides a reasonable compromise between these two factors. Moreover, our results illustrate that significantly higher levels of redundant information are needed under single best path streaming in order to achieve the same level of streaming quality as multi-path streaming (i.e., without incurring additional delays). The robustness of the optimization schemes, when path characteristics are inaccurately measured is studied as well. We believe that these results are useful in providing guidelines for multi-path streaming systems design, and they serve as an important step for future multi-path streaming research directions.
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